
22

feature

XRDS  •  S U M M E R 2 0 2 5 •  V O L . 3 1 •  N O .4

storm for modern scams has arrived.
The FBI reported that there were 

more than $5.6 billion in losses in 
2023 caused by cryptocurrency scams 
alone [1]. This number is a testament 
to the many victims who fall for these 
scams every day and emphasizes how 
important it is to investigate these at-
tacks. Through the lens of research 
systems developed by the Ethos and 
PragSec labs at Stony Brook Univer-
sity, we explore the scale and sophis-
tication of these scams and the infra-
structures that support them.

Hey, I think you have the wrong number,” Maria typed back to the unfamiliar contact. 
Three months later, she transferred her life savings to a cryptocurrency investment 
scheme that never existed.

This story is becoming disturbingly common. What begins as a random text 
message or social media comment can evolve into a long-form confidence game with 
devastating financial consequences. Social engineering has shifted from clickbait phishing 
links to sophisticated manipulation campaigns that unfold over weeks or even months.

“

Today’s digital scammers are re-
lationship architects. They don’t just 
trick; they befriend. They cultivate 
trust, sometimes even romance. They 
“fatten” their victims methodically, 
nurturing connections until the mo-
ment is right for financial exploita-
tion. The emotional investment made 
before any money changes hands cre-
ates a powerful cognitive blind spot—
one that traditional security educa-
tion often fails to address.

The rise of blockchain technol-
ogy and the near-universal accessi-

bility of the internet have given rise 
to a new kind of adversary: one that 
blends automation, psychological 
manipulation, and financial fraud. 
Operating at a massive scale, these 
attackers resemble global criminal 
syndicates more than lone hackers. 
With platforms like YouTube and X 
(formerly Twitter) connecting bil-
lions of users, scammers gain un-
limited opportunities to exploit trust 
and shape perception. With crypto-
currency enabling untraceable, ir-
reversible transactions, the perfect 

From legitimate-looking cryptocurrency investment portals to 
fake celebrity giveaways, scammers are building sophisticated 
campaigns that exploit users’ trust across the web to deprive 
them of their life savings. In this article, we unpack how some 
of these campaigns operate at scale and how researchers can 
systematically detect, track, and stop them.
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UNMASKING GIVEAWAY SCAMS
While investment scams rely on the 
professional design of a website to 
lure people, social media giveaway 
scams leverage virality and the use of 
recognizable figures. The scams use 
pictures and names of crypto influ-
encers and celebrities, urging follow-
ers to send coins to receive double. 
The scam is simple but effective, espe-
cially when it rides the momentum of 
trending events.

By tracing 2,266 fraudulent wal-
let addresses in major blockchains, 

we identified between $24.9 million 
and $69.9 million in losses. In just six 
months, CryptoScamTracker flagged 
more than 10,000 scam websites [2]. 
These figures come from direct block-
chain analysis, not victim reports, of-
fering one of the most precise finan-
cial assessments of web-scale fraud to 
date.

Interestingly, attackers often re-
used domains, shared infrastructure, 
and re-victimized users with “recov-
ery scams” that offered to help re-
trieve lost funds for a fee.

CATCHING INVESTMENT SCAMS  
IN REAL TIME
Crimson1 is a system to longitudinally 
detect cryptocurrency investment 
scam websites in the wild as soon 
as they are created [3]. The design 
of Crimson is modular; it leverages 
certificate transparency (CT) logs to 
capture every domain that receives a 
transport layer security (TLS) certifi-
cate and then filters these domains by 
identifying suspicious keywords. The 

1	 https://github.com/pragseclab/Crimson
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domain name system (DNS). This 
functionality simplifies transactions 
by eliminating the need for users to 
memorize long and complex wallet 
addresses and helps mitigate com-
mon attacks such as address poison-
ing [5–7]. However, these naming ser-
vices are not immune to exploitation. 
Traditional DNS attacks, such as cy-
bersquatting and domain dropcatch-
ing, can also affect BNSs, leading to 
significant financial losses for un-
suspecting users.

We conducted two large-scale mea-
surement studies, focusing on under-
standing and analyzing dropcatching 
attacks and typosquatting in BNSs 
[8, 9]. To perform these studies, we 
curated and open-sourced the larg-
est public dataset of BNS domains to 
date, comprising more than 5 million 
domains across ENS, unstoppable do-
mains, and ADA handles.2,3

Dropcatching occurs when domain 
owners fail to renew their ENS domain 
before it expires, making the domain 
available for re-registration by others. 
Typosquatting in BNSs occurs when 
attackers register typographically 
similar variations of popular domain 
names, waiting for users to make a 
mistake when typing the domain, in-
advertently and irreversibly sending 
funds to the attacker’s address. For 
example, a user who intends to send 
funds to vitalik.eth, owned by Ethe-
reum founder Vitalik Buterin, might 
accidentally send funds to vitalikk.
eth instead, which could be registered 
to an attacker.

Our study revealed that typosquat-
ting is a widespread issue in BNSs, 
with 37% of popular ENS domains 
being targeted by at least one typos-
quatting domain [9]. In addition, we 
identified thousands of transactions 
sent to the addresses of typosquat-
ting domains. We also observed a 
consistent increase in the registration 
of typosquatting domains over time. 
Interestingly, squatters were particu-
larly interested in domains linked to 
high-profile individuals and crypto-
currency influencers on social media 

2	 https://github.com/pragseclab/typosquat-
ting3.0

3	 https://github.com/pragseclab/ens-drop-
catching

corresponding web pages are ana-
lyzed using screenshots, object char-
acter recognition (OCR), and HTML 
code, further narrowing the list. Us-
ing the large language models Llama3 
and GPT-4, we classified each website 
as either a scam or legitimate. Addi-
tionally, Crimson includes a module 
for automatically signing in to scam 
websites and extracting cryptocurren-
cy wallet addresses provided by scam-
mers. Over time, Crimson monitors 
these websites, tracking behaviors 
such as shutdowns, reactivations, and 
changes in hosting providers.

Between January and September 
2024, Crimson detected 43,000-plus 
scam websites, spanning 38,000 
unique second-level domains, and 
19,000 IP addresses. Our analysis re-
vealed that many of these websites 
were hosted on a small number of IP 
addresses, with 52% of them residing 
on only 10% of all IPs. Furthermore, 
approximately 40% of scam websites 
shared similar design features, form-
ing 4,300 clusters. Scam websites 
include modern interfaces, fake re-
views, counterfeit certificates, and 
fake notifications such as “Dustin 
from Anaheim just earned $41,851.25 
minutes ago.”

Interestingly, these websites also 
reused identical phone numbers and 
wallet addresses, indicating coordi-
nated scam operations. Our monitor-
ing also revealed the persistence of 
these websites, with around 23,000 
(47%) remaining active at the end of 
the study period. Many scam sites be-
came temporarily inactive, only to re-
activate later, often under a different 
hosting provider. The financial losses 
from these scams were substantial, 
with just 6.7% of websites responsible 
for $2.7 million in losses. Overall, the 
estimated total financial loss exceed-
ed $100 million, with an average vic-
tim payment of approximately $3,700. 
We also found that many popular 
block-lists, such as Google Safe Brows-
ing, failed to identify more than 98% 
of scam websites, reiterating the lack 
of proper detection and prevention 
mechanisms for such scams.

YOUTUBE AS A LAUNCHPAD  
FOR FRAUD
YouTube comment sections have be-

come a fertile ground for social engi-
neering attacks. Scammers use bots to 
flood high-profile videos with decep-
tive comments, often impersonating 
creators and advertising investment 
or prize opportunities via WhatsApp 
and Telegram.

We monitored 20 YouTube chan-
nels for six months, capturing 8.8 mil-
lion comments [4]. Using a series of 
filters—textual (keywords and obfus-
cation), visual (profile imagehashing), 
and temporal (comment frequency 
and sequencing)—we identified more 
than 206,000 scam comments linked 
to 10,000 unique accounts. Scammers 
used visually similar Unicode charac-
ters to evade detection by YouTube’s 
spam filters. Some created fake dia-
logues between multiple accounts 
to create the illusion of authenticity. 
Despite YouTube’s takedown efforts, 
70% of these accounts remained ac-
tive at the end of the study period.

We interacted directly with 50 
scammers to understand their tactics 
and payment preferences. Almost all 
requested cryptocurrency payments, 
and many used U.S.-based phone 
numbers while operating from other 
time zones. These conversations re-
vealed highly scripted social engi-
neering designed to build trust gradu-
ally, often over several days.

BLOCKCHAIN NAMING SERVICES
As the Web3 ecosystem continues to 
expand, blockchain-based naming 
services (BNSs), such as the Ethere-
um Name Service (ENS), have been 
developed to map human-readable 
domain names to cryptocurrency 
addresses similar to the traditional 

Today’s attackers 
weaponize 
trust at a global 
scale. Instead of 
exploiting software 
vulnerabilities, 
they exploit human 
vulnerabilities
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platforms (e.g., vitalik.eth or mariogo-
tze.eth). The analysis of transactions 
directed to typosquatting domains 
revealed that attackers were able to 
misdirect significant funds into their 
wallets, with the average transaction 
being $1,790.

In parallel with the study on typo-
squatting, we also conducted a large-
scale investigation into ENS domain 
dropcatching [8]. Attackers can ex-
ploit this opportunity to re-register 
expired domains and update the asso-
ciated cryptocurrency wallet address-
es to their own. As a result, any funds 
sent to the expired domain after its 
re-registration will be misdirected to 
the attacker’s wallet instead of the in-
tended recipient.

Our findings revealed that more 
than 241,000 ENS domains were re-
registered after expiration. We found 
that domains previously associated 
with higher incomes were more likely 
to be targeted by attackers. In total, 
our study identified more than 2,600 
transactions that were misdirected to 
new owners of expired domains, with 
an average of $4,700 per transaction.

Notably, our study highlighted 
a significant gap in popular digital 
wallet protections, both custodial  
(e.g., Coinbase) and non-custodial 
(e.g., MetaMask). In both the typos-
quatting and dropcatching contexts, 
these wallets failed to display any 
warnings to users before they mis-
takenly sent funds to malicious typo-
squatting domains or re-registered 
ENS domains.

CONCLUSION
Across our investigations into give-
away scams, investment frauds, 
blockchain naming service abuse, 
and YouTube comment scams, a con-
sistent and unsettling picture emerg-
es: Today’s attackers weaponize trust 
at a global scale. Instead of exploiting 
software vulnerabilities, they exploit 
human vulnerabilities—leveraging 
automation, social influence, and the 
infrastructure of the modern web to 
deceive and defraud. The studies we 
conducted demonstrate that scalable, 
real-time detection is not only pos-
sible but essential. Tools like Cryp-
toScamTracker and Crimson show 
that CT logs can be repurposed into a 

global early-warning system for scam 
websites. Our studies of blockchain-
based naming systems highlight how 
traditional cybercrime techniques, 
like typosquatting and domain hi-
jacking, have seamlessly transitioned 
into the Web3 era. Even spaces that 
feel inherently human, like comment 
sections on YouTube, are being colo-
nized by automated, persistent fraud 
campaigns.

If there is a single takeaway, it is 
that cybersecurity must now address 
the socio-technical layer—the messy, 
human-facing interface where emo-
tion, perception, and technology col-
lide. Combating these new threats 
will require collaboration between 
platform providers, security research-
ers, blockchain developers, and poli-
cymakers. It will require building 
systems that are not only secure by 
design but also resilient against ma-
nipulation. And above all, it will re-
quire recognizing that trust—the very 
currency of the digital world—has 
become one of its greatest attack sur-
faces. The future of cybersecurity is a 
future of defending not just systems, 
but users themselves. Our research 
represents an early step toward that 
broader, necessary mission.
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